
    Week16 
Uncertainty Guided Continual Learning with Bayesian Neural Networks 

1

Name: Yushuo Wang



Which samples to be replayed
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Choosing 1% Median variance samples Choosing top 5% Median variance samples

2.27% 0.65% 

Choosing 1% Random variance samples 

10 epochs

Choosing 1% Random variance samples 

20 epochs

Choosing 1% Median variance samples

Choosing 5% Random variance samples 

20 epochs
Random - not stable



Variance of Training samples

3

Choosing 5% Random variance samples 
20 epochs



Variance of Valid samples
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Choosing 5% Random variance samples 
20 epochs
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How the variance of choosing samples changes
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Choosing 5% Random variance samples 
20 epochs



Variance of Training samples
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Choosing 5% Interval variance samples 
20 epochs



Variance of Valid samples
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Choosing 5% Interval variance samples 
20 epochs



8 8

How the variance of choosing samples changes
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Choosing 5% Interval variance samples 
20 epochs



Store the Best Model
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When do we stop the training ?
- Catastrophic forgetting



Store the Best Model
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Criterion:

       - loss[current]*
       - loss[current] + loss[previous] 

       - acc[current] 
(previous samples: go through only )

       - acc[current] + acc[previous]

       - acc + loss

      

* original UCB 



Store the Best Model
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loss[current] acc[current] 
acc[current] + acc[previous]

Criterion:



Store the Best Model - all acc
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Choosing 1% Median variance samples 

10 epoch

Choosing top 5% Median variance samples

1.61% 

Choosing 1% Median variance samples 

20 epoch



Store the Best Model - currant acc
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Choosing 1% Median variance samples 

10 epoch

Choosing top 5% Median variance samples

0.96% 

Choosing 1% Median variance samples 

20 epoch

0.10% 



Thoughts
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No 0 variance - for the replay samples

Optimizer:
Parameter Freezing - UCB

Random - not stable
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Will ≈ ？

After training for 1 epoch,   sampling           for 2 times,           has ? in common. 

How do model thinks about the same samples?
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After training for 1 epoch,              for 2 times,           has 2.3% in common. 

After training for 1 epoch,              for 2 times,           has 37.8% in common. 

After training for 1 epoch,              for 2 times,           has 70.0% in common. 

= 1%

Variances - Robust Enough?



Variances - Robust Enough?
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After training for 10 epoch,              for 2 times,           has 4.2% in common. 

After training for 10 epoch,              for 2 times,           has 40.0% in common. 

After training for 10 epoch,              for 2 times,           has 62.0% in common. 

= 1%



Variances - Robust Enough?
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Variances - Robust Enough?
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Middle variance samples are not specified, even in same epoch.



Variances - Robust Enough?
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How the boundary changes when sampling twice.



Conclusions
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Low variance + Average variance = good

High variance only = solve the unsolved problem - confusing

Low variance only = remind the model of previous tasks

Zero variance samples = correctly predicted

Average variance only = solve the unsolved problem + majority

High variance samples: hard but not representative

Average variance samples: majority but we cannot have them all

Low variance samples: easy & representative



Future
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Extremely small amount of data to replay:

Low variance or Average variance ?

?



For single epoch
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1% low 1epoch 2samples
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1% low 1epoch 2samples

For single epoch
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1% random 1epoch 2samples

For single epoch



Thank you very much!!
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Q&A



Which samples to be replayed
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Choosing 1% Sub-random variance samples

0.09% 

Choosing 1% Random variance samples 

10 epochs

Choosing 5% Random variance samples 

20 epochs

Choosing 5% Sub-random variance samples


