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Which samples to be replayed

Accuracies =
,0.8531%
,0.7599%
,0.8177%

,0.7927%
10.7776%
ACC: 0.8399%

BWT : -0.06%

,0.0000%
,0.9474%
,0.8911%
,0.8625%
,0.8828%

,0.0000%
,0.0000%
,0.8349%
,0.7370%
10.7427%

,0.0000%
,0.0000%
,0.0000%
,0.9385%
,0.8958%

,0.0000%
,0.0000%
,0.0000%
,0.0000%
,0.9005%

Accuracies =
,0.8531%
,0.7099%
,0.7932%
,0.7807%
,0.7547%

ACC: 0.8372%

BWT : -0.07%

,0.0000%
,0.9516%
,0.8469%
,0.8427%
,0.8672%

,0.0000%
,0.0000%
,0.8245%
,0.7396%
,0.74845%

,0.0000%
,0.0000%
,0.0000%
,0.9505%
,0.8776%

,0.0000%
,0.0000%
,0.0000%
,0.0000%
,0.9380%

Accuracies =
,0.8531%
,0.8438%
,0.8401%
A ,0.8281%
,0.8245%

ACC: 0.8670%

BWT : —0.02%
ACC: 0.8673%

BWT : -0.02%

,0.0000%
,0.93025%
,0.9214%
,0.89955%
,0.9120%

,0.0000%
,0.0000%
,0.7760%
,0.7661%
,0.7557%

,0.0000%
,0.0000%
,0.0000%
,0.94385%
,0.9026%

,0.00005%
,0.0000%
,0.0000%
,0.0000%
,0.94015%
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Choosing 1% Random variance samples
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Random - not stable



Variance of Training samples
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Variance of Valid samples

Accuracies =
,0.8531% ,0.0000% ,0.0000% ,0.0000% ,0.0000%
,0.8302% ,0.9484% ,0.0000% ,0.0000% ,0.0000%
,0.8578% ,0.9172% ,0.7818% ,0.0000% ,0.0000%
,0.8307% ,0.8948% ,0.7557% ,0.9240% ,0.0000%

,0.8406% ,0.8964% ,0.7354% ,0.8849% ,0.8906%
ACC: 0.8496%

BWT : -0.03%

Choosing 5% Random variance samples
20 epochs

PDF_previous valid samples | after task 2

— task0
—— taskl
81 —— task2
— task3
— task4

PDF_previous valid samples | after task O

40

tasko
taskl
task2
task3
task4

GREEN

0.6 0.8 1.0 1.2

PDF_previous valid samples | after task 3

4.0 4

3.5 A

3.0 1

tasko
taskl
task2
task3
task4

GEEN

0.0 0.2 0.4 0.6 0.8 1.0 1.2

PDF_previous valid samples | after task 1

— sk
—— taskl
— task2
— task3
—— task4

PDF_previous valid samples | after task 4

— task0
— taskl
— task2
— task3
—— task4




Training from task 1 to 4
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How the variance of choosing samples changes
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Variance of Training samples
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Variance of Valid samples
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Training from task 1 to 4
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How the variance of choosing samples changes
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Store the Best Model

When do we stop the training ?
- Catastrophic forgetting



Store the Best Model

Criterion:
sokksorsokksoRsksoksokKckoRsksoksoRRokKckaRksoK ok KskRsksoKokIok KRRk ok KKk KokksksFoksokaRok Kok akksoK ko KskakskaFoK ko KRRk ok Kok kKoK kok
Task 0 (cifarle-2)
sokiciorokkskokksoksokIckksksksokokckaksoKRokIckRsksKoKkIokKskskksoKkIok KRk Rk oKk Rk koksoksRok Kok Rk oKk Kk FksFoK ok ok Rk KRk
* Epoch 1, time=1331.1ms/ 30.2ms | Train: loss=5.951, acc= 79.3% | Valid: loss=5.811, acc= 80.6%
[Current] Epoch 2, time=1323.5ms/ 30.4ms | Train: loss=4.737, acc= 76.6% | Valid: loss=4.693, acc= 74.8%
Epoch , time=1325.0ms/ 30.4ms Train: loss=5.197, acc= 83.4% | Valid: loss=5.201, acc= 81.1%

|Oss[Curren’[] + |Oss[previou3] Epoch 4, time=1324.9ms/ 30.3ms | Train: loss=5.307, acc= 86.2% | Valid: loss=5.241, acc= 84.8%

4
Epoch 5, time=1324.6ms/ 30.1ms Train: loss=5.866, acc= 88.0% | Valid: loss=6.199, acc= 84.5%
Epoch 6, time=1325.7ms/ 30.0ms Train: loss=5.305, acc= 87.8% | Valid: loss=5.663, acc= 85.3%
Epoch 7, time=1327.2ms/ 30.4ms | Train: loss=4.894, acc= 91.1% | Valid: loss=5.237, acc= 88.3%
Epoch 8, time=1324.9ms/ 30.4ms Train: loss=5.224, acc= 89.7% | Valid: loss=5.871, acc= 86.3%
Epoch 9, time=1323.1ms/ 30.2ms | Train: lo0ss=3.888, acc= 90.3% | Valid: loss=4.392, acc= 84.7%
Epoch 10, time=1326.7ms/ : loss=5.487, : loss=6.392,
- aCC[Current] >>> Test on task @ - cifar10-2 : 1055=444425.000, acc=85.312% <<<

Save at ../checkpoints/cifar_ucb
sookksksokkoksokskokskokskskskokakokskokkokskokkokskok koK skok koK skok ok skok ok siok ok skokakokokskokakokkokkskkokkokskokkakkokkakskokkokkokkokskokkokskokkokskokkokskokkokskok
. Task 1 (cifarle-0)
sokokksksokskksokkskskokksksokkksok kK skok kKR kK ok kK kok kKRR ok rok ok skok oKk Kok kskkok kR kokkokkakskokkokskokskakskokkakskokkakskok koK skok koK skok
aCC[Current] *- aCC[pre\llous] Epoch time=1322.9ms/ 30.1ms Train: loss=4.000, acc= 92.8% | Valid: loss=4.622, acc= 90.7%
Epoch time=1321.6ms/ 30.2ms | Train: loss=2.277, acc= 95.6% | Valid: loss=3.231, acc= 92.6%
Epoch time=1319.3ms/ 30.1ms Train: loss=2.288, acc= 96.6% | Valid: loss=3.455, acc= 94.2%
Epoch time=1319.9ms/ 30.1ms | Train: loss=2.915, acc= 98.3% | Valid: loss=4.302, acc=
- Epoch time=1320.6ms/ 30.1ms | Train: lo0ss=3.929, acc= 98.1% | Valid: loss=5.075, acc=
Epoch time=1320.0ms/ 30.2ms Train: loss=3.081, acc= 98.4% | Valid: loss=4.546, acc=
Epoch time=1318.5ms/ 30.1ms | Train: loss=3.610, acc= 98.2% | Valid: loss=5.627, acc=
Epoch time=1320.0ms/ 30.2ms Train: loss=4.538, acc= 98.9% : loss=6.713, acc=
Epoch , time=1319.5ms/ 30.1ms Train: loss=4.142, acc= 99.6% : loss=5.440, acc=
Epoch 10, time=1318.8ms/ Train: loss=2.756, i 222,

1
s

-~ - = -

LCoOoONOOUAWNER

>>> Test on task @ - cifarle-2 : loss=1158664.000, acc=75.990%
>>> Test on task 1 - cifarle-o0 : 1055=292657.656, acc=94.740% <<<

* original UCB
10



Store the Best Model

Criterion:

KKK KA KA AR AAH AR AR AR AR AR AR AR KA KA KK KKK
time=1301.1ms/ 30.3ms | Train: loss=5.951, 79.3% Valid: 1
time=1297.9ms/ . Train -737 . Valid
time=1295.6ms/ . Train . . Valid

SForkoIRIIORRIIR IR HORIRIORIOK R IR AIK AR IR IO RO IK IO HIACRRIIOHIOK IR IOK AR IAK time=1297.3ms/ 30. Train B X valid

Task 0 (cifarie-2) time=1296.6ms/ 30. Train . . Valid

Aokl ookl olRloR ook Rk Rkl okl AR ROk time=1295.9ms/ . Train . . Valid

Epoch 1 t1me 1324.4ms/ 30.1ms Train: loss=5.951, acc= 79.3% lid: loss=5.811, acc= 80.6% time=1295.5ms/ . Train . . Valid
Epoch . 30.2ms Train - . i T 4.693, acc= 74.8% time=1296.5ms/ . Train . . Vahd
Epoch i o 30.4ms i a 5 i 5.201, acc= 81.1% time=1295.0ms/ . Train
Epoch i 30.1ms i i 5,241, acc= 84.8% time=1294.6ms/ 30. Train
Epoch i - 30.5ms i . - i .199, acc= 84.5% time=1294.6ms/ . Train
Epoch i 5 30.2ms i 5 5 i 5.663, acc= 85.3% time=1294.9ms/ 30. Train
Epoch i 5 30.0ms i 5 5 i 5.237, acc= 88.3% , time=1294.9ms/ 30. Train
Epoch i 30.5ms i i 5.871, acc= 86.3% , time=1294.8ms/ 30. Train
Epoch i . 30.3ms i - ; i 4,392, acc= 84.7% LR Al T Ll
Epoch 10, ti . 30.3ms i . i acc= 87.6% » time=1296.1ms/ 30. Train

B T Ty T T Ty I I T ST I I TSI TN p EOEEIZEE IR/ S e

Wrong Predicted: L el

tensor(8947.)tensor(8913.)tensor(8784.) p ECE. T

time=1295.7ms/ .479, acc= 99.3%
SESEEEEEEEEEEEEEEEEEEEEEEEEEEESEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEESEEEEEEEEEEEEEEEEEEEEEEEEEEES >>> Test on task @ — ci 0 84, acc;88.8029s o

Save at ../checkpoints/,

sekkiclokkiiolikickickickokickkkilolokiiiokkickokickokikiclolkiokiiokokiciolokkiiokookickokaiioolikololkokkokokokoksoookokolok
Task 0 (cifar1@-2)
KRR RRRIICK IRk
| Epoch 331.1ms/ 30.2ms | 79.3% | Va11d 80.6%
| Epoch i 323.5ms/ 30.4ms | 76.6% | 74.8%
| Epoch i 325.0ms/ 30.4ms | 83.4% | 81.1%
| Epoch i 324.9ms/ 30.3ms | 86.2% | 84.8%
| Epoch i 30.1ms | 88.0% | 84.5%
| Epoch i 325.7ms/ 30.0ms | i 87.8% | i 85.3%
| Epoch t1me 1327.2ms/ 30.4ms | i | i
| Epoch 30.4ms | |
| Epoch t1m =1323.1ms/ 30.2ms | |
| Epoch 10, 30.4ms | |
>>> Test on task @ - cifar10-2 : loss=444425.000, =85.312% <<<
Save at ../checkpoints/cifar_ucb
sckkiciookikiclikikickikckiokekolloRkicRakckokckokikcoikoRsalokokokoRRoRakokakR kR ook kR oK AORFORIORIOR R ICK
Task 1 (cifar1e-0)
SRRkl Rk kR ERSRIoIoRoK
Epoch 30.1ms | Train: 92.8% | 90.7%
Epoch i 30.2ms | Train: 95.6% | 92.6%
Epoch i 30.1ms | Train: 96.6% | 94.2%
Epoch i 30.1ms | Train: 98.3% | 94.6%
Epoch i 30.1ms | Train: =3. - 98.1% | id: =5. - 94.4%
| .
|
{
|

loss=4.894, 88.3%
loss=5.224, 86.3%
loss=3.888, 84.7%
loss=5.487, 87.6%

>>> Test on task @ - cifar10-2 los: .309, acc=88.073% <<<

Save at ../checkpoints/cifar_ucb sokkkokokkokokskokokakokokskokkakokkskokskokskokoskokookokookakookakokokakokkakokokskokoktokkakokskokoskok ik kol okkokakook koo akokokskokkakokk ok ok ok ok
ifar1e-2)

HHRAAAIHKAAHHAFAHHKAAAIHH A AAA A A HAAA KA AAAK KA A A A KA A A AAAKHAAAHKAAAKAKAAAK Task
Task 1 (c1far10—0) ****************************************************************************************************
Epoch 1, time=1291.2ms/ 30.2ms 94.2% Vi 92.9
Epoch time=1292.3ms/
Epoch time=1291.8ms/
Epoch time=1290.0ms/
Epoch time=1291.9ms/
. Epoch time=1291.9ms/
98.9% | Valid Epoch time=1293.1ms/
9.3% | Vali - 8.5% Epoch time=1290.7ms/
9.3% | Vali . . Epoch time=1289.9ms/
0.776, acc= 99.7% | Val. . Epoch , time=1291.1ms/
Epoch 10, T : 0.415, acc= 99.5% | Valid: loss=7. 551, ac Epoch » time=1292.1ms/
&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&m&&&&&&m&&&&&&&&&&&m&&&&&&&&&&&&&&&&&&m&&&&&&&&&&&&&&&&&&m&&&& Epoch » time=1290.5ms/
Wrong Predicted: Epoch ,» time=1292.2ms/
tensor(8687.)tensor(7750.)tensor(4333.) Epoch , time=1290.3ms/
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEES Eggz: , :im?ggééx:;
—— s — ’ = .
>>> Test on task @ - cifar1e-2 5 3.177% <<< Epoch 17, time=1290.0ms/

Test task 1 - cifar10-0 3 - 5.365% Epoch , time=1290.5ms/
>>> Test on tas cifar 23 Epoch , time=1289.1ms/

Epoch time=1290.7ms/
>>> Test on task @ - cifarlo-2
>>> Test on task 1 - ¢ H .046, acc=95.729% <<<
Save at ../checkpoints/,

Epoch i 30.2ms | Train: 98.4% 94.8%
Epoch ime=1318.5ms/ 30.1ms i 98.2% 93.1%
Epoch i 320.0ms/ 30.2ms i 98.9% 94.2%
Epoch i 319.5ms/ 30.1ms in: 99. 6% 95.1%
94.5%

Epoch 10, ti 318.8ms/ 30.2ms i 99.5%

>>> Test on task © - cifarl@-2 loss=1158664.000, acc=75.990%
>>> Test on task 1 - cifarle-0 1 92657.656, acc=94.740% <<<

[current] acclcurrent] + acc[previous]
acc[current]
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Store the Best Model - all acc

Accuracies =
,0.8807% ,0.0000% ,0.0000% ,0.0000% ,0.0000%
,0.7584% ,0.9594% ,0.0000% ,0.0000% ,0.0000%
,0.7651% ,0.8766% ,0.8443% ,0.0000% ,0.0000%
,0.7546% ,0.8615% ,0.7505% ,0.9585% ,0.0000%
,0.7490% ,0.8490% ,0.7208% ,0.8568% ,0.9432%
ACC: 0.8238%

BWT : -0.09%

Accuracies =
: ,0.8531% ,0.0000% ,0.0000% ,0.0000% ,0.0000%
Accuracies = Accuracies = ,0.8438% ,0.9302% ,0.0000% ,0.0000% ,0.0000%
,0.8531% ,0.0000% ,0.0000% ,0.0000% ,0.0000% ,0.8531% ,0.0000% ,0.0000% ,0.0000% ,0.0000% ,0.8401% ,0.9214% ,0.7760% ,0.0000% ,0.0000%
,0.7599% ,0.9474% ,0.0000% ,0.0000% ,0.0000% ,0.7099% ,0.9516% ,0.0000% ,0.0000% ,0.0000% ,0.8281% ,0.8995% ,0.7661% ,0.9438% ,0.0000%
»0.8177% ,0.8911% ,0.8349% ,0.0000% ,0.0000% ,0.7932% ,0.8469% ,0.8245% ,0.0000% ,0.0000% ,0.8245% ,0.9120% ,0.7557% ,0.9026% ,0.9401%
,0.7927% ,0.8625% ,0.7370% ,0.9385% ,0.0000% ,0.7807% ,0.8427% ,0.7396% ,0.9505% ,0.0000% ACC: 0.8670%
,0.7776% ,0.8828% ,0.7427% ,0.8958% ,0.9005% ,0.7547% ,0.8672% ,0.7484% ,0.8776% ,0.9380%
ACC: 0.8399% ACC: 0.8372% AC(
BWT : -0.02%
BWT : -0.06% BWT : -0.07% BWT : —0.02%
. . . : 0 . H . . .
Choosing 1% Median variance samples Choosing 1% Median variance samples Choosing top 5% Median variance samples
10 epoch 20 epoch
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Store the Best Model - currant acc

Accuracies = Accuracies =

,0.8807% ,0.0000% ,0.0000% ,0.0000% ,0.0000% ,0.8880% ,0.0000% ,0.0000% ,0.0000% ,0.0000%
10.7563% ,0.9474% ,0.0000% ,0.0000% ,0.0000% ,0.7604% ,0.9573% ,0.0000% ,0.0000% ,0.0000%
,0.7245% ,0.8760% ,0.8568% ,0.0000% ,0.0000% ,0.7849% ,0.8687% ,0.8458% ,0.0000% ,0.0000%
+0.7552% ,0.8177% ,0.7755% ,0.9578% ,0.0000% ,0.7167% ,0.8604% ,0.7719% ,0.9646% ,0.0000%
+0.7365% ,0.8557% ,0.7620% ,0.9016% ,0.9385% ,0.7312% ,0.8719% ,0.7557% ,0.8359% ,0.9432%

ACC: ©0.8389% ACC: 0.8276%

BWT : -0.08% BWT : -0.09%

Accuracies =
,0.8531% ,0.0000% ,0.0000% ,0.0000% ,0.0000%
Accuracies = Accuracies = ,0.8438% ,0.9302% ,0.0000% ,0.0000% ,0.0000%
,0.8531% ,0.0000% ,0.0000% ,0.0000% ,0.0000% ,0.8531% ,0.0000% ,0.0000% ,0.0000% ,0.0000% ,0.8401% ,0.9214% ,0.7760% ,0.0000% ,0.0000%
,0.7599% ,0.9474% ,0.0000% ,0.0000% ,0.0000% ,0.7099% ,0.9516% ,0.0000% ,0.0000% ,0.0000% ,0.8281% ,0.8995% ,0.7661% ,0.9438% ,0.0000%
»0.8177% ,0.8911% ,0.8349% ,0.0000% ,0.0000% ,0.7932% ,0.8469% ,0.8245% ,0.0000% ,0.0000% ,0.8245% ,0.9120% ,0.7557% ,0.9026% ,0.9401%
,0.7927% ,0.8625% ,0.7370% ,0.9385% ,0.0000% ,0.7807% ,0.8427% ,0.7396% ,0.9505% ,0.0000% ACC: 0.8670%
,0.7776% ,0.8828% ,0.7427% ,0.8958% ,0.9005% ,0.7547% ,0.8672% ,0.7484% ,0.8776% ,0.9380%
ACC: 0.8399% ACC: 0.8372% AC(
BWT : -0.02%
BWT : -0.06% BWT : -0.07% BWT : —0.02%
. . . : 0 . H . . .
Choosing 1% Median variance samples Choosing 1% Median variance samples Choosing top 5% Median variance samples
10 epoch 20 epoch
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Thoughts

Random - not stable

No O variance - for the replay samples

Optimizer:
Parameter Freezing - UCB

Density

PDF_previous samples of Task 1 after task 3

—— error rate: 0.89%
3.5 A

3.0 4

2.54

sity

2.0

1.5 A

1.0 A

0.5

0.0 ——

0.0 0.2 0.4 0.6 0.8 1.0 12

PDF_all of Task 0

3.0 4

2.54

2.04

154

1.0 4

0.5

0.0

0.0 0.2 0.4 0.6 0.8 1.0
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How do model thinks about the same samples?

PDF_all of Task 0

) o'.'
e poe
:r.‘o .':.
e ~i..... oo
-, i.' :'
will i ~ 2 ?
1.0 1 ®%.,°
"".'0}':.- °e
..".':‘ .o...o
o S‘ .
= ‘e
15

After training for 1 epoch, sampling for 2 times, has ? in common.



Variances - Robust Enough?

After training for 1 epoch, for 2 times, has 2.3% in common.
.§1A5<
After training for 1 epoch, for 2 times, has 70.0% in common.
After training for 1 epoch, for 2 times, has 37.8% in common. =1%
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Variances - Robust Enough?

After training for 10 epoch, for 2 times, has 4.2% in common.
.§1A5<
After training for 10 epoch, for 2 times, has 62.0% in common.
After training for 10 epoch, for 2 times, has 40.0% in common. = 1%
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Variances - Robust Enough?

PDF_all of Task O

0.0 0.1 0.2 0.3 0.4 0.5 0.6

PDF_false samples of Task 0

PDF_false samples of Task 0
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Variances - Robust Enough?

low var samples of Task 0 mid var samples of Task 0
—— Intersection Rate: 55.5% 700 4 —— Intersection Rate: 1.11%
160 -
140 0007
120 - 500 -
2 2005 2 400 -
%) 1]
c c
8 80 a
300
60 -
200
40 A
— J 100
0 (] ] Ll]lll ! 0 L;

0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.075 0.100 0.125 0.150 0.175 0.200 0.225 0.250

Middle variance samples are not specified, even in same epoch.

Density

high var samples of Task 0

30 A

25 A

20 A

15 1

10 A

—— Intersection Rate: 45.5%

IT"LI]ITIIIIIII'I =

0.2

0.3

0.4 0.5 0.6

19




Variances - Robust Enough?

PDF_all of Task O

0.0 01 @ 02 0.3

0.4 0.5

How the boundary changes when sampling twice.

0.6
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Conclusions

Zero variance samples = correctly predicted
. . . g 15
High variance only = solve the unsolved problem - confusing

only = solve the unsolved problem +

Low variance only = remind the model of previous tasks

Low variance + = good

2.54

2.0 A

Density

High variance samples: hard but not representative

Average variance samples: majority but we cannot have them all

0.0 -

Low variance samples: easy & representative

PDF_all of Task O

T T T T T
0.0 0.2 0.4 0.6 0.8 1.0

PDF_false samples of Task 1

1.5 A

1.0

0.5 1

0.2 0.4 0.6 0.8 1.0



Future

Extremely small amount of data to replay:

Low variance or Average variance ?

PDF_all of Task 0
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For single epoch

Accuracies = PDF_all of Task 0 PDF all of Task 1
,0.8021% ,0.0000% ,0.0000% ,0.0000% ,0.0000% 104 = =
,0.6906% ,0.8786% ,0.0000% ,0.0000% ,0.0000% 35 4
,0.7469% ,0.8385% ,0.7651% ,0.0000% ,0.0000%
,0.7375% ,0.8104% ,0.7000% ,0.8896% ,0.0000% 8 3.0 -
,0.7250% ,0.7948% ,0.6755% ,0.8740% ,0.8786%
ACC: 0.7896% 2.5
6 4
BWT : -0.05% 5 8
4 1.5
1.0 -
o 21
1% low 1epoch 2samples
0 T T T 1 T T 0.0 T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 1.2
PDF_all of Task 2 5 PDF_all of Task 3 PDF _all of Task 4
4.0
2.5
3.5 4 2.0
3.0 2.0
2.5 4 1.5
= ‘E, 2 15
g 2e 8 g
1.0
15 1.0
1.0
0.5 4 o
0.5 4
0.0 T T T T T T T 0.0 T T T T T 0.0 T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 1.2 0.0 0.5 1.0 15 2.0 0.0 0.5 1.0 1.5 2.0
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For single epoch

Accuracies =
,0.8021%
,0.6906%
,0.7469%

,0.0000%
,0.8786%
,0.8385%
,0.8104%
10.7948%

,0.0000%
,0.0000%
10.7651%
,0.7000%
10.6755%

,0.0000%
,0.0000%
,0.0000%
,0.8896%
,0.8740%

,0.0000%
,0.0000%
,0.0000%
,0.0000%
,0.8786%

10.7375%
10.7250%
ACC: 0.7896%

BWT : -0.05%

1% low 1epoch 2samples

PDF_false samples of Task 2

4
3

Z

5

[

8,
1 4
& " o

0.0 0.2 0.4 0.6 0.8 1.0

12 4

10 A

Density

2.5+

2.0 A

Density

1.0

0.5

0.0 -

PDF_false samples of Task 0

r - . T
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
PDF_false samples of Task 3
-0.2 0.0 0.2 0.4 0.6 0.8 1.0 12

PDF_false samples of Task 1

PDF_false samples of Task 4

2.5 4

2.01

Density

1.0 A

0.5 1

10 II L '4

0.2 0.4 0.6 0.8 1.0 12
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For single epoch

Accuracies = PDF_all of Task 0 PDF_all of Task 1
,0.8021% ,0.0000% ,0.0000% ,0.0000% ,0.0000% 10 ] 4.0
,0.7234% ,0.7719% ,0.0000% ,0.0000% ,0.0000%
,0.6922% ,0.8740% ,0.7495% ,0.0000% ,0.0000% 3341
,0.7188% ,0.8255% ,0.7333% ,0.8708% ,0.0000% 8 50
,0.6943% ,0.8344% ,0.7094% ,0.8536% ,0.8531% '
ACC: 0.7890% 254
) .
% "gz.o
BWT : -0.02% a8 o]
44 15
1.0 4
o =5
1% random 1epoch 2samples
0 T T T T T T 0.0 T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.00 0.25 0.50 0.75 1.00 1.25 1.50
PDF _all of Task 2 PDF_all of Task 3 PDF_all of Task 4
2.00 1
3.0 2.5 1
1.75 1
251 1.50 4 2.0 1
>‘2,0. >‘1.25<
8 sl § 1.00 é
0.75 A 1.0 4
1.0
0.50 4
0.5
0.5 0.25 4
0.0 : : . ; . . . 0.00 ; ; . ; : , . . o6

0.0 0.2 0.4 0.6 0.8 1.0 1.2 000 025 050 075 100 125 150 175 000 025 050 075 100 125 150



Thank you very much!!

Q&A
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Which samples to be replayed

Accuracies = Accuracies =
,0.8714% ,0.0000% ,0.0000% ,0.0000% ,0.0000% ,0.8911% ,0.0000% ,0.0000% ,0.0000% ,0.0000%
,0.7823% ,0.9531% ,0.0000% ,0.0000% ,0.0000% ,0.8161% ,0.9469% ,0.0000% ,0.0000% ,0.0000%

,0.8031% ,0.8531% ,0.8401% ,0.0000% ,0.0000% ,0.7870% ,0.8667% ,0.8297% ,0.0000% ,0.0000%
,0.7698% ,0.8542% ,0.7344% ,0.9630% ,0.0000% ,0.7786% ,0.8693% ,0.7609% ,0.9599% ,0.0000%
,0.7177% ,0.8573% ,0.6797% ,0.8958% ,0.9401% ,0.7667% ,0.8766% ,0.7260% ,0.8698% ,0.9359%

ACC: 0.8181% ACC: 0.8350%

BWT : -0.10% BWT : -0.08%

Choosing 1% Sub-random variance samples  Choosing 5% Sub-random variance samples

0.09% %

Accuracies =
,0.8531% ,0.0000% ,0.0000% ,0.0000% ,0.0000%
,0.8302% ,0.9484% ,0.0000% ,0.0000% ,0.0000%
,0.8578% ,0.9172% ,0.7818% ,0.0000% ,0.0000%
,0.8307% ,0.8948% ,0.7557% ,0.9240% ,0.0000%

Accuracies =
,0.8531% ,0.0000% ,0.0000% ,0.0000% ,0.0000%
,0.7719% ,0.9432% ,0.0000% ,0.0000% ,0.0000%
,0.7776% ,0.9068% ,0.8161% ,0.0000% ,0.0000%
,0.7792% ,0.8813% ,0.7484% ,0.9302% ,0.0000%

,0.8406% ,0.8964% ,0.7354% ,0.8849% ,0.8906%
ACC: 0.8496%

,0.7547% ,0.8724% ,0.7078% ,0.8609% ,0.8901%
ACC: 0.8172%

BWT : -0.07% BWT : -0.03%

Choosing 1% Random variance samples Choosing 5% Random variance samples

10 epochs 20 epochs
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